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Master Course Photogrammetry and Geoinformatics

Outdoor Mobile Augmented Reality in Urban Planning; Concepts of
Visualizing Focus and Context Using Grayscale Filter in Video-based

AR.

Abstract

Urban planners and designers often use grayscale masking filters to highlight a selected
urban feature and its context without the overwhelming information. With the rising
interest in applying augmented reality (AR) technology into the field of urban planning for
increasing social engagement, this thesis aims to develop an outdoor mobile AR application
that visualizes the urban environment using the mentioned grayscale masking filters. The
application is able to apply the grayscale masking filter to the designated buildings in
Nordbahnhof, Stuttgart when the device’s camera is pointing to them. State of the art of
outdoor mobile AR technologies are studied and reviewed. This thesis proposes the
concepts and methodology of the video-based AR visualization and the development of the
app. The implementation of the concepts and methodology is documented and the

implementation process and result are evaluated.

Keywords: Augmented Reality, Outdoor Tracking, Real time visualization, Urban

Planning
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1 Introduction

Figure 1 Visualization of a building in Stuttgart Nordbahnhof Building with grayscale

filter and mask edited with Photoshop

Architects, landscape architects, urban designers and urban planners use visual as their primary
means of communication. While dealing with the complex and dynamic situation of urban
development along with numerous involving stakeholders and physical and abstract processes,
the professionals rely strongly on visualization to convey their findings, ideas, and aspirations.
(Smith, Dodge and Doyle, 1998) Throughout the years, different visualization technologies,
methods and skills have been tested, developed and adopted into the field. Photos, drawings,
and diagrams have always been important media. As a landscape architect, lan McHarg
introduced his map-overlay method in the 1960s and later became one of the most significant
pioneers of Geographic Information System (GIS). (Turner, 2017) Decades later, landscape
architects and planners continue to explore the possibility of using GIS to aid regional planning
and visualizing analysis. (Nijhuis, 2016) 3D city modeling and photorealistic rendering are also
common visualization techniques applied to the field which provides users an immersive

experience and a better understanding of what the design would turn out to be.

Architects and planners develop their visual communication skills through learning, experience,
and experiment. Through experimentation and exploration, effective visualization methods
would be adopted and utilized. (Pingale, Damugade and Jirge, 2017) In this thesis, one
visualization technique, which is commonly adopted by professionals, is selected to be the

focus. During the site analysis process, architects and planners would often use photos to

—7—
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provide a first brief impression of the site. Instead of using the photos directly, professionals
would choose to apply a grayscale filter to the image, while leaving the select feature to be in
color, when they are trying to guide the readers to focus on the said feature. This visualization
technique creates attention towards a selected building or urban element while still providing
surround context information without overwhelming the reader. In current practice, this
visualization is usually created with photo editing software such as Adobe Photoshop with still

images.

Figure 2 Landscape Architect using the grayscale filter to highlight urban features.
(Leung, 2020)

While social participation has become more important yet more complicated in the process of
urban planning, the quality of communication is crucial. Unlike the professionals, usual citizens
are not trained to read and understand complex diagrams and drawings. Presenting accessible
information that is understandable for the general public could reduce the difficulties and
complexity of social participation. (Kirkhaug, 2016) Augmented reality (AR) could be an
answer to this call. Mobile AR application provides users an interactive immersive experience
that connects to the real world which would be able to talk to the user in an understandable
presentation. (ARPost, 2019) Mobile AR applications have been and are being developed for
use in the urban planning and design field in recent years. Examples can be seen that
professionals are using mobile AR technologies to showcase historical buildings or their own
design. Utilizing AR technology in the field is a rising trend and will gain further attention and

investigation from now on. (Lypchenko, 2019)
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Seeing the possibility of the fast-developing AR technology and the need for better-presented
visualization in the urban planning and design field, this project aims to develop a mobile AR
application that allows users to apply the grayscale masking filter visualization to buildings and
special urban features. The application should let the users find the designated building and in
real-time apply the grayscale filter to the surrounding context. The selected building would be
left in color. This project would use the Nordbahnhof District in Stuttgart as the selected site.
Using the district as the testing site on one hand would be a good chance to test the application
in a well-constructed urban area with several different kinds of buildings. With the application,
users would be able to visualize the building in the said area with the mentioned style. The state
of the art of outdoor mobile AR technologies will be studied and reviewed at the early stage of
the thesis to find out applicable existing technology. The thesis would provide the concepts and
methodology of the app development, and documentation of its implementation. An evaluation

of the application will also be carried out in order to seek the range of possible improvements.
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1.1 Related research

AR experience in urban planning and design

Augmented reality has been applied to the field of urban planning and design. Lee et al (2012)
created the CityViewAR application providing AR information visualization in Christchurch,
New Zealand. The city experienced several major earthquakes in 2010 and 2011. The app was
designed to aid the recovery of the destroyed buildings and the future development of the city
after the natural disaster. It provides geolocated information of the destroyed historical buildings
as well as the 3D model of the buildings on site. This project provides the general public a
richer experience of the city and also provided a guideline for the future development of outdoor

mobile AR applications.

) | :
‘1 . L

i,
Figure 3 CityViewAR showing buildings in the city before the damage. (Lee et al, 2012)

Anagnostou and Vlamos (2011) designed Square AR, an application that also aims to encourage
civic participation in the process of urban planning. This application allows users to overlay
layers such as vegetation, transportation and buildings on top of printed 2D maps virtually with
a simple gridded system, which allows different individuals to contribute their envisions

towards the city’s future.

As a more commercially focused project, YARD is an application developed by Structure
Studios (2018). The application allows users to place pre-built 3D models onto a designated site,
visualizing their design in real life. The realistic visualization allows designers and planners to

communicate with their clients more effectively and efficiently. The application also provides a
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series of sample 3D features such as benches and planters in different styles, allowing them to

brainstorm new ideas and demonstrate them in a fast exchange.

Apart from the practical implementation of AR technology by developers, urban designers
would also envision what the technology could bring to the community from their own point of
view. Malishev (2014) gave his vision on how AR could possibly change the urban landscape in
the conceptual project CELOSCAPE. In the project, he envisioned that AR could play
opportunities inside a dense urban center, which creates an extension of the public space. The
play opportunities would also encourage human interaction and build a more cohesive

community.

Real time masking

The concept of applying masks onto the surrounding environment to alter the way the world
looks had been applied to projects from different fields of practice. The mentioned project by
Blanco-Pons et al (2019) is masking the buildings in the site with their historical facade. It
renders the facade according to the real time lighting and environment to provide a better feel of
realism. Paint company Sherwin-Williams developed the application Colorsnap Visualizer with
Google’s AR Core SDK. (2019) The application allows users to change the color of the paint on
the wall of their home to test out different color combinations and figure out which paint to buy.
This visualization method is similar to the one that is being focused in this project and could be

a useful reference point in terms of performance and user experience.

Figure 4 Real time swapping of wall paint color using Colorsnap Visualizer
(Sherwin-Williams, 2019)

— 11—
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1.2 Objectives/ Key questions

Seeing the contextual and technological opportunities, this project aims to develop an outdoor
mobile AR application that visualizes buildings and context with the grayscale masking filter
that could cater to the need of urban planners and designers. The project will have the following

focus questions:

1. What is the current state of the art development in terms of outdoor mobile augmented
reality technology and its possible application to the urban planning and design field?

2. How to apply an outdoor tracking system for building recognition in the case of
Stuttgart Nordbahnhof District?

3. Is it possible to apply a mask grayscale filter on buildings and context with video-based
AR, that the visualization would assist the communication of urban planners and
designers?
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2 State of the Art

2.1 Mobile AR

Defined by Azuma (1997) and widely acknowledged later, Augmented Reality as a system has
three characteristics: it combines real and virtual, is interactive in real time, and is registered in
3-D. The integration of the real world and virtual contents allows users to receive sensory
experiences beyond reality in real time. (Qiao et al, 2019) The development of AR technologies
began in the 1960s. In 1968, Ivan Sutherland created the world's first AR system. The system
operates on a head-mounted see-through display with one mechanical and one ultrasonic sensor.
This AR system was able to display simple wireframe graphics on top of the optics in real time.

(Arth et al, 2015)

Figure 5 Ivan Sutherland’s world's first AR system in 1968 (Basu, 2019)

In the following decades, the development of laptop and handheld computers, mobile phones,
navigation systems and outdoor sensors laid the foundation for the possible future development
of mobile augmented reality. In 1997, a “Touring Machine” was created by Feiner et al, which
is known as the first mobile AR model prototype. The prototypical model attempts to combine
AR technology and the mobile computer interface that was under development at the time. AR
was usually applied for fields such as assisting surgery operation or flight control, while this

Touring Machine was aiming for providing a campus tour in Columbia University. The model
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contains a headworn see-through display, which overlays textual labels for different buildings in
the campus. The display is driven by a computer worn as a backpack. The user would also hold
a handheld display and a stylus for interaction. The model was mobile yet bulky. Due to the
computing power required and the technological limitation, the whole system weighed just
about 40 pounds. It also faces problems such as insufficient quality of display and tracking.
(Feiner et al, 1997) Coors and Jasnoch later used a smaller wearable computer to develop a
wearable GIS that accompanies tourists in Heidelberg, a city in Germany with rich historical
features. The smaller computer provides users higher mobility which allows them to navigate

outdoors more easily. (1998)

Figure 6 The Touring Machine (Feiner et al, 1997)

Figure 7 Wearable GIS (Coors and Jasnoch, 1998)
Scientists continue the development of mobile AR systems. Efforts and experiments have been
put into creating the devices in the form of helmets, headsets, or glasses. Devices dedicated to

AR emerged, such as Google Glass, Microsoft Hololens, and Magic Leap. These devices fueled

— 14—
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the further development of mobile AR technology. (Qiao et al, 2019) In the late 2000s and early
2010s, the introduction of high-performance smartphones provides an opportunity for AR
systems to be built and run on these handheld mobile devices. The computing and graphic
processing power, built-in camera and inertial sensor allow the AR system to prevail. (Yuan,
2019) In 2016, over 2.5 billion of the population around the world are smartphone users and the
number keeps on increasing. (O'Dea, 2020) The popularization of smartphone usage allows
mobile AR technologies to flourish commercially in recent years, applied in a wider range of
fields including entertainment, advertisement, education, navigation, maintenance, etc. One
popular example of the commercial success of AR applications is Pokémon GO. Pokémon GO
is a location based AR capture game built for a popular Japanese intellectual property that has a
fanbase all over the world. The game was released worldwide in mid-2016 and recorded 755
million downloads within the first year. (Bhasin, 2017) The phenomenal financial success of
Pokémon Go attracts investors and capital. The AR and VR market is projected to reach 18.8
billion USD in 2020 and will continue to grow. (Bloomberg, 2020) The influx of investment

allows the technology to continue to develop.

As smartphones are now the most popular platform for running mobile AR systems, scientists
continue the development of improving the technology. Qiao et al suggested that Web-based
AR could be the “promising future of AR”. (2019) While current AR applications can run on
high-performance smartphones, they face the challenge that the flexibility is limited. The
performance of the AR system depends on each individual devices’ hardware specification. For
example, Google’s ARCore SDK is only supported by a limited number of devices. Older
devices or devices with lower computation capability are not able to run the applications
developed with ARCore. The variety of operating systems (eg. Android, i0S, Linux) also poses
an increase in development cost when cross-platform support is needed. Seeing current
limitations and also the opportunities of faster internet networks in the future, the web-based AR

system is proposed.

The WebAR technology can be categorized into two approaches: the self-contained method and
the computation outsourcing method. The self-contained WebAR system utilizes either a
JavaScript Library or an extension of a web browser kernel. With more standardization efforts,
these methods could be a solution for the current cross-platform interoperability problem and
also allows a cross user AR experience. The computation outsourcing method is where the AR
computation is done in a cloud server. With the fifth generation (5G) networks’ infrastructure
starting to take over the coverage, a 1GB per second internet speed allows the AR system to

operate with real time interaction and less delay. The computation outsourcing method tackles

— 15—
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the problem of devices’ disparity. (Qiao et al, 2019) Sukhmani et al’s survey suggested that the
edge caching technology will further boost the performance of WebAR. (2019) The temporary
storage of a selection of content in a server closer to the users can further increase the
computation speed and reduce the latency. While the WebAR system is promising under
circumstances, it still faces several challenges at the moment such as rendering and energy

efficiency, privacy and security problems, and interoperability.

2.2 Mobile AR Apps development

2.2.1 Development Kits for Mobile AR Apps

Apart from the emergence and optimization of hardware devices, the advancement of powerful
development kits also fueled further research and development of mobile AR. (Qiao et al, 2019)
In the 1990s, mobile AR systems were developed with a combination of available software and
extensive coding. Using the “Touring Machine” mentioned in the previous section as an
example. The application of the system was implemented in approximately 3600 lines of
commented Repo code. The software was running on a Windows NT/95 PC. The graphic
package was a modified version of Obliq 3D, a display-list based 3D graphics package. (Feiner
etal, 1997)

ARtoolkit was first presented by Kato and Billinghurst in 1999. ARtoolkit started as an open
source software library for AR application development written in C and C++ language. The
tool kit tackled the difficulties of establishing orientation and position of the user’s camera at
the time. (Lamb, 2003) The software library allows developers to easier create applications with
marker based video AR tracking and real time 3D visualization, powered by the algorithms
developed by Kato and Billinghurst. (1999) ARtoolkit continued to develop as an open source
software library with several other contributors. In 2003, ARtoolkit supported multi-platform
development (PC Windows, Mac OS X, PC Linugx, etc.), contained an extensive collection of
supported markers, and supported tracking with simple black squares. ARtoolkit has stemmed
into a commercial licensing business since 2001. The company ARToolworks now provides
toolkits for desktop AR development as well as toolkits for Android and iOS, which supports
image based tracking on top of the original marker based tracking method. (ARToolworks,

2021) As the pioneer of AR development tool kits, ARToolkits is commonly used nowadays.

Wikitude is another currently available SDK for mobile AR. Wikitude was launched in 2008

initially as an Android mobile application for world browsing with real time AR camera view
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overlaid with information retrieved from Wikipedia. (Arth et al, 2015) The company later
switched focus and launched the Wikitude SDK for multiplatform AR development supporting
Android and iOS devices and more. The Wikitude SDK is a paid license service, providing
functionalities such as image tracking with a capacity of up to 1000 trackable images in the
reference library, object tracking which tracks 3D objects such as toys and furniture,
geo-location based tracking with GPS, and cloud database service. With their marketed
customizable enterprise licenses and support team, Wikitude SDK is popular amongst the
commercial sector with companies such as BMW and Disney on the customer list. (Wikitude,

2021)

Vuforia AR SDK was launched in 2015. Being also a paid license service, Vuforia AR SDK
also offers image tracking and 3D model tracking with CAD models as input for app
development. On top of that, it also offers an object tracking system, where the developers can
scan a small object in real life such as a toy with Vuforia’s Android Object Scanner app. The
scanned object will turn into an Object Data (.od) file and can be used as a reference input.
Vuforia provides a cloud server for each customer to store their reference database online. The
SDK is optimized for a wide range of devices when only a vision based tracking is used, even
for several different AR headsets and glasses and some older smartphone models. (Vuforia,

2021)

As smartphones and tablets are becoming the most popular devices for the implementation of
mobile AR applications, companies have developed their own AR SDK designed and optimized
for their own mobile devices’ operating systems. Google launched ARCore in 2017. As a
follow-up development to their project Tango in 2014, the new ARCore SDK does not require
any additional hardware. With their mission statement “to bring AR to everyone”, ARCore is
free to use. (Burke, 2017) Currently, ARCore supports features such as image tracking, cloud
anchor that allows users to place objects through a cloud server and visualize across different
devices, face recognition, plane tracking for detection flat surfaces such as the floor or a
tabletop, and immersive visualization services such as the Depth API and Lighting Estimation.

(Google ARCore, 2021)

Apple on the other hand launched ARKit in 2017. Since the company has a more focused lineup
of mobile devices, the ARKit SDK is able to suit the functionality of their iPhones and iPads
more perfectly. The SDK has a yearly update to optimize for the new devices they put on the
market. As per 2021, on top of the similar service as ARCore such as image tracking and face

recognition, ARKit 4 contains functionalities such as 3D scanning with the LIDAR scanner
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installed in the iPhone 12 Pro, iPhone 12 Pro Max, and iPad Pro models, and Location Anchor

that provides location based AR built on their map service. (Apple, 2021)

The SDKs and toolkit mentioned above are all available to work in Unity. Unity is a

multi-platform game engine that extends into the fields of industry, cinema and architecture. Its

ability that allows developers and artists to create immersive experiences makes it popular with

a wide range of applications. (Unity Technologies, 2020) Using AR SKDs in Unity allows

developers with less coding knowledge to develop a robust mobile AR application for multiple

and simultaneously create a user interface and other functionality for the app visually. To

further streamline the process of mobile AR app development, Unity has launched the

ARFoundation SDK. ARFoundation wrapped the common functionalities of ARCore, ARKit,

Magic Leap, and Windows AR Plugin into one and allows developers to create applications for

all these platforms and operating systems in one go.

2D Trackings 3D Trackings Location Mobile Platforms Cost
Based AR
SDKs
ARToolki | Marker Based, - No Android, i0S Open Source/
t Image Based Commercial
license
Wikitude | Image Based 3D Object Based, Yes Android, i0S, ~3600 USD / yr
Plane and Surface Windows, Epson up for updating
Detection Moverio, HoloLens, | SDK
Vuzix
Vuforia Marker Based, 3D Object Based, No Android, i0S, 504 USD/ yr up
Image Based Self-scanned Model, Windows, Lumin OS | for Basic Plan
Area Target, Plane
Detection
ARCore Image Based Plane Detection, No Android, i0S Free
Face Detection
ARKit Image Based 3D Object Based, Yes i0S Free

Plane Detection,
Face Detection,

Depth API with
LiDAR

Table 1 Comparison of common AR SDKs

The table above is a comparison of several common AR SDKs mentioned. ARToolkit, ARCore

and ARKit are the options that are free to use or a free option is provided. ARToolkit however

has a smaller range of functions provided. The commercial options support more platforms
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including AR glasses and headsets. They also provide a customization plan for their customer to

pick the services they needed to be included in the subscription.

2.2.2 Mobile AR App Development Guideline

The SDKs are convenient tools to help the development of mobile AR apps. However,
developing a proper application requires not only the suitable tool but also a proper design to
well suit the designated users’ situation. Yuen proposed a design guideline for mobile AR app

for building reconstruction. (2019) The guideline could be summarized in 6 aspects:

1) Selecting a suitable tracking method;
2) Having quality 3D models;

3) Deciding on the level of interactivity;
4) Storytelling;

5) Providing user guide and feedback;

6) Preventing cognitive overload.

Although the guideline was designed specifically for building reconstruction and conservation
purposes, ideas from that could be taken and apply to a broader field of mobile AR application.
Selecting a suitable tracking method should always be important in any AR development. A
well selected and implemented tracking method can reduce the latency and increase the
accuracy of the augmentation, which helps achieve the ultimate goal of an augmented reality
system: to provide an immersive sensory experience beyond reality. On the contrary, delay and
inaccuracy in tracking will cause positional and temporal misplacements of augmentations,
withdrawing the users from the world building. More about tracking methods for outdoor

mobile AR systems will be discussed in the next section.

“Having quality 3D models” is referring to the reconstructed building models in this case for
building reconstruction and conservation. To visualize the historical outlook of a damaged or
renovated building, a detailed computer generated building model has to be prepared. A better
built model will have a better representation of the original building when added to the rendered
AR experience. Details like the facade's texture and detailed artifacts can also help users to gain
a more impactful understanding of the old building. To apply this concept to a broader
implication possibility, the rule can be modified into “having quality augmentation objects”.
Different applications of mobile AR are aiming for a different visualization outcome. And the

outcomes are not limited to visualizing 3D models. Videos, animations, analyzed data,
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information, and 2D images are all possible objects to be added in an AR experience. The
quality of these objects is crucial to the AR experience as they are the things to be added on top
of reality.

“Deciding on the level of interactivity” and “Storytelling” could be generalized as the higher
conceptual design idea of the AR app. This process is better to be sorted out and done before the
start of the development phase, deciding the purpose of the app. Decisions should be made to
decide what kind of AR experience that the app will bring to the users. For example, in the field
of urban planning, if the app is used for collaborative design, the interactivity should be high. If
the app is aiming for showing the real world with a specified visualization style, how to present
the visualization will then become the main emphasis. “Preventing cognitive overload” also
presents a similar concept of having a careful conceptual design for the app. If the AR
experience from the app is well defined and executed in the development, the app should work

according to the concept and not overload the users with information.

“Providing user guide and feedback™ can be separated into two different concepts. Providing a
user guide is helpful for improving the usability of the app. Users should be able to operate the
app and gain the desired experience from the app with information inside the app without any
additional help. This can be achieved by designing a good user interface and providing clear
instruction within the app. On the other hand, “user feedback” can be one important element in
the evaluation process. Evaluating the developed app is useful for maintenance and helps the

updating development of the app.

Overall, this guideline can be summarized into three major stages for AR app development:
conceptual design and planning, technical implementation, and evaluation. These stages can be
applied to a vast majority of mobile AR application development projects. The detailed rules on
the other hand can need some modification in order to apply for different development

processes from case to case.
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2.3 Outdoor AR Tracking

As mentioned in the previous section, AR is a combination of virtual content and the real world.
To create an immersive experience with the surrounding environment and proper interactions,
the AR system and device need to understand its position and relationship between itself and the
real world. To acquire its registration in the real world, a tracking system is required. A tracking
system uses the sensors or cameras in the device to look for specific patterns or points of
reference. By matching those with the stored reference in the AR system, it registers itself a

position and is able to find out the relationship between the user and the world. (Kaiser, 2019)

If the mobile AR system is to be used in an outdoor urban setting, implementing adequate
outdoor tracking is important. In general, tracking approaches could be divided into two general
categories: marker-based and markerless tracking. The former utilizes fiducial marks and the
latter uses natural features on the object. (Blanco-Pons et al, 2019) For outdoor tracking,
marker-based tracking is usually harder to implement as the fiducial marks cause possible
damages to the building. In earlier development of outdoor mobile AR systems, GPS, magnetic
compass and inertial sensors are heavily relied on for position measurement and orientation.
(Reitmayr and Drummond, 2006) As the first mobile AR system (mentioned in section 2.1), the
Touring Machine carries a Trimble DSM GPS receiver. The tour application continuously takes
the GPS reading as input. Based on the GPS input and the database of buildings’ information,

the computer generates graphics to overlay on the real world. (Feiner et al, 1997)

The GPS tracking systems are still applicable in more recent outdoor AR systems and could be
seen in urban planning related implementation. Cirulis and Brigmanis (2013) suggested using
AR technology to enhance the “immersion level of urban planning solution”. The City 3D-AR
project uses a system that allows users to place 3D building models in the real world
environment using GPS longitude and latitude coordinates. By matching the data gathered from
the GPS and orientation sensors in the mobile device to the coordinates configured in the user’s
model, the application allows OBJ or OFF files to be placed and rendered in real space. Using
GPS tracking is efficient and lightweight in the urban planning field, as usually there are more
than one building or urban feature that needs to be tracked. The system requires only the
coordinates and orientation in the database to match with the GPS readings. This technique
however is facing difficulties in accuracy in urban settings. Although civilian GPS can have
satisfactory performance in open space, the accuracy reduces in an urban setting, especially in a
dense urban environment where signals are shaded by buildings and the GPS sensors might not

fully perform. (Reitmayr and Drummond, 2006)
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Outdoor AR tracking is also possible without a GPS sensor in the device. Behringer, Park, and
Sundareswaran (2002) developed a model based approach to outdoor tracking. The system uses
3D CAD models as the reference database. With a camera attached to the headset, the AR
tracking system captures 2D images and performs a gradient scan in real time to extract edges.
The system then matches the extracted edges and matches them with the 3D CAD model in the
database. This tracking method has high accuracy. However, it relies heavily on the precision
and the level of detail of the 3D model. While Reitmayr and Drummond (2006) had a similar
model-based approach to their outdoor AR tracking, they further incorporated the GPS and
inertial sensors to their implementation for a more robust system. They suggested that the GPS
readings could act as an index to limit the search range inside the database, further increasing
the efficiency of the tracking system. Comparatively, the model-based and hybrid tracking
system has higher accuracy than the GPS tracking systems. The possible precision of these
tracking methods can be up to one pixel. The actual error is however up to the camera lens.

(Behringer, Park, and Sundareswaran, 2002)
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Figure 8 Computing processes of model based tracking(Behringer, Park, and

Sundareswaran, 2002)

Model-based and hybrid tracking methods provide a high accuracy. However, they require large
memory space for the database as highly detailed 3D models are crucial for effective tracking.
Image tracking on the other hand is a lighter weight option as only raster images are needed to
build the reference library. Image tracking is a markerless tracking method often used in fields
like advertisement, tourism and education, etc. An image tracking system detects points of
interest in the reference images and matches them with the real time input from the camera of
the device. (Google ARCore, 2019) Image based tracking is optimized for tracking 2D images
and therefore not optimised for tracking buildings or urban features. Blanco-Pons et al however
developed a system to apply a lightweight image-based outdoor tracking for buildings. (2019)
An application was developed for visualizing the historical outlook of the buildings in

Parliament Hill, Ottawa. The project introduces the multi-image system, where multiple images
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taken at the same location at different time points are used to tackle the problem of the changing
environment, weather and lighting at different times of the day. An analysis of possible
environmental changes was carried out to limit the number of images used for one spot. This

approach is comparatively lightweight and could be applied to different situations.

Artificial intelligence (AI) has had a prolific development and gained interest in recent years.
The technology can be used for object detection and target tracking when applied to certain
devices such as Unmanned Aerial Vehicles. (Rohan, Rabah and Kim, 2019) Sahu, Young and
Rai suggested that “Al is a promising solution to increase the adaptability and versatility of AR
systems.” (2020) The Al subset Deep Learning (DL) technique has shown a better performance
in the last decade in terms of object detection compared to decades of development in classic
AR detection methods. A DL based tracking system can perform well in tracking natural
features despite the change of environment. The technique can delimit the AR system from
controlled objects and environment. Al can also reduce the latency of an AR system with its
possibility of accomplishing detecting, tracking, and other tasks simultaneously. Google, as one
of the major driving forces of AR development in the commercial sector, has released the AR
navigation function within Google Map in 2019. Having the advantage of possessing a large
amount of data collected from their street view service, Google is able to utilize the data with
the help of deep learning technology to provide accurate real time outdoor tracking for AR
navigation. Applying Al in the AR system is still in its beginning phase of development. But
with the promising opportunity and development pace, Al assisted AR systems can be more

widely adopted and matured in the foreseeable future. (Sahu, Young and Rai, 2020)

2.4 Application of AR Visualization Methods in Urban Planning

Approaches to urban planning have been continuously evolving. The methods keep on changing
to tackle modern urban problems such as the rapid pace of urbanization globally and the need
for sustainability. One of the most mentioned approaches in the field is called the bottom-up
approach. Although there a clear guideline is not defined and followed universally, the
bottom-up approach in urban planning generally means that the planning process is initiated
from the general citizens starting from the individuals and community and is revolving around
their opinion, idea, and needs. With the involvement of the local individuals and communities
that are not urban planners or designers, the planning process can potentially identify the actual
social, environmental and economic problems in quality details rather than generating analytics
only based on quantitative data. With the insights from the users that are actually living and

participating in the urban space, they can help fill the gaps between the perception of a handful
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of professionals and the actual problems that exist in the area. Solutions generated from the
bottom-up approach are locally grounded and therefore can address the local problem more
properly. (Dias et al, 2017) Augmented reality can be a very helpful tool to achieve a bottom-up
urban design as it provides interactivity and improved sensory experiences that can bring the
general public into the planning process. Different AR visualization techniques can be applied
to different stages in the planning process, including the gathering and presenting of the site’s

information, designing collaboratively, and presenting the design in an enhanced reality, etc.

To increase the participation of the general public in the urban planning process to achieve a
bottom-up design, the transparency of data and information is important. Akahoshi et al
developed an AR prototype called the "AR Consensus-formation system" to visualize geospatial
data gathered by the Japanese government’s i-UR project. The project gathered data such as
transportation infrastructure, population density, and urban sprawl trends and visualized the data
with the incorporation of the CityGML data. The "AR Consensus-formation system" is
developed to visualize the data through Hololens at the same time for multiple users. The
visualization is controlled by a tablet and allows a 1:10000 map with overlaid 3D data such as a
population density grid to project on a 3x3meter surface. The visualization can be modified in
real time and allows a large group of people to browse and experience the shared contents.
(2020) This AR visualization method is helpful at the beginning stage of social engagement in
urban planning. The sharing of information in an easy to understand format with customization
which allows contribution from the group can empower the community and encourage them to

contribute their insight.

Figure 9 The AR Consensus-formation system of the i-UR project (Akahoshi et al, 2020)

Apart from the indoor visualization with AR system, outdoor mobile AR visualization is also
applied for the early phases of the urban planning process. Bednarczyk and Templin had
developed an AR app that visualizes geospatial data on top of buildings’ facades. (2020) The
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AR app uses the GPS/ GNSS tracking method combined with the image tracking method and
visualizes information of buildings such as construction elements, defects, and historical
facades. The app works in client-server architecture and calls the web based app to the mobile
device through an HTTP request. The infrastructure of this project is robust but the visualization
of it is relatively simple. The visualization is mainly text and line based data. The web based
system however allows the app to link to websites that contain more information about the
buildings on site. This app presents data that are more professional oriented, but the applied
technology shows the opportunity of visualizing data outdoors on designated buildings. If the
visualization style for this system is designed for a wider target audience, it could invite the
general public to discover and navigate the urban space and share information similar to the

i-UR project.

Figure 10 Visualization of information on buildings facade with AR (Bednarczyk and

Templin, 2020)

AR visualization can also be applied to the later stage of urban planning and design than the
initial phase of gathering, analyzing, and presenting the information of the site to encourage
public involvement. Imottesjo et al presented the prototype of Urban CoBuilder in 2020. The
prototype allows several users to contribute to an urban design piece by adding design elements
on the site through the AR system. The project utilized the marker based tracking method in an
outdoor setting. Being site specific allows the markers to be placed on the position that a design
element could be added. Different types of design elements such as buildings, open spaces, and
trees are stored in the system as 3D models. The users can add the design elements real time on

a grid based system on site at wish and apply a different texture to the models. They can then
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switch to a bird eye view with a fully rendered 3D CG scene to spectate the design from a
different point of view. This prototype creates a game like system that can be easily used by
anyone who has minimum design knowledge to present and express their idea on improving the

urban space, which can further improve the public involvement rate throughout the bottom-up

urban planning process.

Figure 11 Adding design element on site through the Urban CoBuilder AR app

The reviewed AR visualization app for urban planning shows a range of possibilities for the
technologies to be applied to practical urban planning processes to encourage involvement from
individuals and communities. The AR app to be developed in this thesis will aim to visualize the
buildings as a focal point in the urban context. The enhanced visual perception of the buildings
through AR can help urban planners present their idea more efficiently and allow the general
public to understand the context more easily. The visualization can be used for the early stage of

the urban planning process to provide context to the project.
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3  Concepts and Methodology

3.1 Design Guideline

The application to be developed will be using outdoor mobile AR technologies to visualize
buildings and context with the grayscale masking filter. The app will run on Android mobile
devices. The devices should act like a viewport for the user. When the app is on, users are able
to observe the real world through the camera of the device. The augmentation comes when the
user is looking at one of the designated buildings in the area of Stuttgart Nordbahnhof. The AR
system should recognize the building, and instead of overlaying information or graphics on the
building, it turns the surrounding context and background into monochrome, leaving the
designated building in color. With this visualization, the building is highlighted. It provides
context to the building but also reduces the amount of information feeding to the users’
perception. Users should be able to tell from the information in the app where the designated

buildings are and where to find them on site.

Figure 12 Demonstration of the desired visualization method for this AR app

Modified from the AR app design guideline by Yuen mentioned in section 2.2, the development
of this application will follow the following considerations:

1) Choosing and implementing a suitable tracking method
2) Gathering and creating suitable models for visualization
3) Defining and executing the visualization

4) Clarity and usability for users

5) Evaluation

The guideline is modified to better suit the nature of this AR app, which emphasizes more
heavily on the visualization method than the other aspects. “Choosing and implementing a
suitable tracking method” is important for almost every AR project and is directly transplanted
from the original guideline. A high accuracy and low latency tracking method can guarantee the
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users an enhanced sensory experience. Having quality digital models is important for AR
visualization as it provides the foundation for the rendering. The models that will be used in this
app will be overlaid on the building in the real world and attempt to match the outline of them.

“Defining and executing the visualization” is conceptually combining the “storytelling” and
“interactivity” aspects in Yuen’s original guideline. This AR app aims to apply and showcase
the desired visualization style for urban planners, which does not require a lot of interactivity
and has a set “story” to tell once the visualization style is defined. The visualization style for
this app is already defined above. More concepts about executing the visualization style will be
discussed in the later sections.

“Clarity and usability for users” is modified from the “providing user guide” rule and will be
achieved by designing a suitable user interface and experience for the app. Users should be able
to learn and use the app easily within the application without any additional help. The user
interface should be kept minimalistic for minimizing the interruption to the visualization. Other
functions can be added to cater to the practical needs of urban planners.

“Evaluation” is important for the maintenance of an app and can provide insights for future
development. Further discussion about the evaluation criteria of this particular app will also be
discussed in the later sections.

3.2 Project Setup

The application will be built on Unity with the ARFoundation SDK and ARCore extension. As
reviewed in section 2.2, Unity is a multi-platform game engine that extends into the fields of
industry, cinema and architecture. Its ability that allows developers and artists to create
immersive experiences makes it popular with a wide range of applications. (Unity Technologies,
2020) While the game engine has endless potential for rendering and visualization, developing
with Unity does not require as much programming and coding knowledge as other developing
platforms such as using Android NDK. Unity is free to use, which can make this methodology
applicable in more different circumstances. Moreover, Unity allows developers to develop and
publish mobile applications in one sitting. Apart from creating the AR system, other functions

and elements of the app can also be done in the same engine.

Unity supports multiple common AR SDKs. This mobile AR application will be built with the
ARFoundation SDK and its ARCore extension. ARCore provides several 2D and 3D tracking
services and is optimized for a list of Android mobile devices. ARCore is also free to use, which
again benefits the idea of giving this development method a wider implementation possibility.
Being wrapped inside ARFoundation, using this SDK creates the opportunity for cross platform
publishing in the future.

— 28 —
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As a game engine, the setup of a Unity project starts with scenes. Each scene in a project could
be understood as a stage in a game. A default scene started with the main camera, which directs
and controls the field of view of the player, and a light source called Directional Light.
Developers can then add any objects, obstacles, decoration and command on top of the scene
and start building the world in the game. (Unity Technologies, 2020) As a mobile AR
application, the main scene of the app will naturally be the AR scene. The most basic setup of
an AR scene with the ARFoundation SDK will consist of an ARSession and an
ARSessionOrigin. ARSession controls the lifecycle of the AR system. When an ARSession
starts, the device will start tracking the surrounding environment. ARSessionOrigin on the other
hand transforms the trackables into information such as position and orientation. For example,
when a plane surface is detected in the scene, ARSessionOrigin transforms the points and
vortices on the plane into coordinates and rotation degrees. The ARSessionOrigin is also the
parent of the ARCamera. The ARCamera represents the camera of the users’ device. In an AR
scene, the ARCamera should be set as the “main camera”. (Unity, 2021) The image below
shows a basic set up of an AR scene in Unity. The origin point represents the position of the
ARCamera. The projected white wireframe is the field of view of the camera. The blue and gray
is the Skybox in Unity. Once the app is built and running on an Android device, it will be

covered by the rendered recording from the active camera.

Figure 13 Basic setup of an AR scene in Unity

With the main AR scene, ARSession and ARSessionOrigin set up, the project is ready for

mobile AR app development. Command and configurations for AR tracking can be added and
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set under ARSessionOrigin. Objects that need to be rendered can be put inside the scene. Unity
is able to build and run the app on a plugged in Android device and testing could be done upon

that.

3.3 Image Tracking System

To achieve the visualization for this app, the tracking method has to be working in an outdoor
environment with densely built buildings, as the site is in Stuttgart Nordbahnhof, where high
rise office buildings and several residential buildings are located. Since the app is designed to
cater to urban planners, and they often work on a district wide scale instead of a single building,
the tracking system will have to be able to track on multiple buildings. The accuracy of tracking
needs to be relatively high to provide a more effective visualization. Low accuracy in tracking

might result in gaps and shifting in the placement of the masking filter.

On the other hand, the tracking method for this app also has to be kept lightweight. Since the
system has to recognize multiple buildings, there should not be too much reference data for the
AR system to run through. Run time for tracking each building should be kept Otherwise,
latency is likely to occur when the system has to run through more than 10 buildings in real

time.

A series of available outdoor tracking methods have been reviewed in section 2.3. In most cases,
the developed methods aim to very precisely track a building. However, the reviewed
technologies often are just implementing the tracking system on one designated building. For
example, the mentioned hybrid method that combined GPS position and 3D model provides a
robust and accurate outdoor tracking for buildings. However, it requires detailed 3D building
models as input reference and can take up a lot of memory space. The complicated computation
method can also possibly slow down the system and impose latency when there are multiple
targets that need to be tracked. A tracking method that requires a smaller data input will be more

ideal for this particular AR app.

While it is not optimized for outdoor tracking with buildings, Blanco-Pons et al’s project prove
that it is possible to implement an image based tracking system for tracking buildings. Unlike

some other moving urban features such as vehicles and trains, buildings sit still with a relatively
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static surrounding context. Also, from a pedestrian’s point of view, when holding a camera, they
are only able to observe the whole silhouette of a building from a certain standpoint and
direction. These criteria create the opportunity to treat buildings and their contexts as “2D
images” when they are framed in a certain way through a camera. Making it therefore possible

to implement an image based tracking system to track buildings.

The ARFoundation SDK and ARCore extension come with the “Augmented Image” function,
which makes it easier to implement an image based tracking system in the AR app. Image based
tracking requires only raster images as input. Once implemented, the system will run through
the images and extract points of interest from them. Once the tracking session starts, the
application will compare and match the points of interest in the reference images and the real
time input from the AR camera. If the system recognizes that the user is looking at an “image”
that appears also in the reference database, it will register the orientation and location of the user
and the tracked object. Since only raster images are needed as input and only the extracted
features are stored in the database, each reference image will take up only 6kb of memory. The
maturity and relative simplicity of this tracking method provides it with adequate accuracy and

allows fast computing with less possibility of latency.

3.4 Reference Image Library

To implement an image based tracking system with ARFoundation, a reference image library
needs to be built. The developers’ guide for ARCore has provided requirements and suggestions
on how to properly gather reference images and build the library. Reference images are
converted into grayscale in the system and features in the image will be extracted. Therefore,
the color information of the image is not used although color images can be used. The images
should be at least 300x300 pixels in resolution, but using images with high resolution does not
improve performance. The images have to be formatted as JPEG or PNG. Compression on the
image has to be avoided because it will affect the feature extraction process. Images with too
many or too few geometrical features should also be avoided as they can result in poor detection

and tracking performance.
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In order for the image tracking to work, the image must follow the following requirements:

- It must fill at least 25% of the camera frame to be initially detected.

- It must be flat (for example, not wrinkled or wrapped around a bottle).

- It must be in clear view of the camera. They should not be partially obscured, viewed at
a highly oblique angle, or viewed when the camera is moving too fast due to motion

blur. (ARCore developers’ guide, 2021)

If the image tracking system is used for tracking smaller objects, such as logos printed on a
product, the common practice is to hint the user to move the object closer to the camera, until it
fills at least 25% of the camera. In this case, the app will be used in an outdoor setting with
buildings that cannot be moved around. The application should guide the user to walk up to a

spot where the target object is framed correctly in the camera.

The image must be flat without being wrinkled or curved is mentioned in the developers’ guide.
This rule is applied to, for example, printed images in the real world. If the images are printed
on paper or some other soft materials, wrinkling or bending of the material and the image will
obscure the detection process. In this case for outdoor tracking, the target objects are buildings
being treated as a “framed image/ scene” instead of actual printed images. The scenery can not

be wrinkled or curved. Therefore, this rule should not be a worry in this application.

To assure the object to be in clear view of the camera, several considerations must be taken
during the reference image collection process. When capturing the reference image for the
buildings, make sure the buildings are framed properly in the photo. The photos should be taken
in an accessible spot for pedestrians with an angle that can be comfortably reached. Avoid
tilting the camera too much to avoid a highly oblique angle. Since this app is designed for users
to walk around the district and visualize the buildings, the camera moving too fast or motion
blur should not be a problem. The developers’ guide also suggests that when tracking large
objects, the dimension of the image in the real world should be specified to improve tracking

and detection performance.
In order to create an adequate reference image library and implement a functioning image

tracking system for this app, the following steps will be followed in the process of capturing

reference images:
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1. Set up a route for the users

The app requires the users to walk around the district to find the designated buildings
for visualization. If the designated buildings are scattered all around the place, it will
impose difficulties for the user to find them. Selecting a route that allows the users to
observe multiple buildings with a clear view can help narrow down the search, provide

better tracking, and improve the overall AR experience.

2. Select the observation points

Once the route is defined, observation points have to be picked. On each observation
point, a building should be in a clear view on the level of the user's camera or eye level.
The outline of the building should be seen without looking up too much to avoid

excessive tilting of the camera and overly oblique angle.

3. Capture the images in day time with neutral weather and lighting

Lighting and weather plays a big role in capturing a high quality reference image.
Lighting should be mild but adequate when capturing the image. Insufficient lighting
could reduce the clarity of the features on the building. Strong lighting or shadow on the
other hand will induce over or under exposure and obscure the feature detection. The
weather should also be neutral when capturing the reference image. Some weather
conditions will create unnecessary features in the image. For example, snowing will add
features to the roof and the ground. Cumulus clouds will also give the sky extra features

that might not be seen in the next visit.

Images will be captured by an Android smartphone as it provides convenience and
adequate resolution. By doing so, the viewing angle of the users can also be tested while
capturing the reference image.

4. Import the images and estimate the dimensions

After the images are captured, they are imported to the development platform.

Dimensions have to be specified according to the size of the object in the real world to
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improve the tracking performance. The height of the building can be estimated from

reference data, 3D models, or from the numbers of stories the buildings have.

With these steps, the reference image for this app should be optimal for the tracking system. The
features in the images are at an adequate level of complexity. The angles of observation are not
obscure. The users should be able to find the viewing point easily and the system can perform

the tracking efficiently.

3.5 Gathering and creating suitable models for visualization

A set of CityGML data is available for the Stuttgart Nordbahnhof area. The dataset contains 3D
building models that are at the Level of Detail 2 (LOD2). LOD2 buildings model is defined by
the CityGML specification as differentiated roof structure and differentiated boundary surfaces.
(Groger et al., 2012) The CityGML data can be extracted with FME and exported into
individual building models that are on the same scale as the actual buildings. The geometry of
the LOD2 models can at least partially match the outline of the building in the real world and be
used as the masking object to be placed in the AR app. Since the 3D MOD2 models are readily
available and only file conversion and exporting are needed, using CityGML can potentially be

an efficient option to be used to build the AR app with the desired visualization.

802
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Figure 14 Building models from LODO0 to LOD4 (OGC, 2012)

A LOD2 3D building model might however not contain a sufficient amount of detail when a
very accurate mask is wanted for the visualization. LOD2 models do not contain detailed
artifacts such as chimneys and antennas. When they are being placed to mask the desired
building in the real world, those artifacts will be excluded in the visualization. Another
difficulty of using the LOD2 models would be the positional placement of them. Image based
tracking is a 2D system. The matching of 2D images with tilted perspective and 3D models can

be challenging.
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LOD2 3D building model will be used and tested in the development process of the app. If these
models are not sufficient for effective visualization, alternative methods will be sought. One
possible alternative will be manually creating the surface that contains the buildings in a CAD
software according to the reference image. The concept behind this method is that as the image
based tracking system is used, the buildings will be recognized by the AR system only from a
certain point of view from the users. From that point of view, the static building’s outline can be
found. That outline can be used to create a polygon that overlays the building perfectly in the
“framed scene” from the AR camera. That can lead to more precise masking of the building and

execute the visualization more effectively.

3.6 Authoring Shaders and their application for visualization

To create and apply the desired visualization style to the AR application, several shaders are
created. According to Unity’s official documentation, shaders are “small scripts that contain the
mathematical calculations and algorithms for calculating the color of each pixel rendered, based
on the lighting input and the Material configuration.” (2021) In other words, shaders are the
pieces of programs that render pixels on the screen of a device taking meshes, vertices, etc. and
other configurations as inputs. (Hocking, 2020) The diagram below shows a brief description of
the rendering workflow of Unity which helps further describe the role of a shader in the
rendering process. Every object placed in unity requires an assigned material to be rendered.
And every material contains a shader. The material acts as a wrapper for the shader and allows
the values to be set for each property and perimeter in the shader. (Zucconi, 2015) Ultimately
the shader communicates with the GPU and renders the object according to its geometry and the

values set in the assigned material.
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Figure 15 Diagram showing the relationship between shaders, materials, and 3D

models in Unity (Zucconi, 2015)
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Shaders in Unity are written in the High-Level Shading Language (HLSL) and wrapped in the
ShaderLab syntax. (Unity, 2021) Every piece of shader program in Unity consists of two
things, Properties and SubShader. In the Properties block, variables declared will then become
the values and parameters to be tweaked and adjusted in the materials. Some common property
types include 2D raster texture, Color (RGBA), Vector (XYZW) on top of Int, Float, and Range.
The SubShader blocks are the actual commands that will be given to the GPU to perform the
rendering. Multiple SubShader blocks could be found in a piece of shader program containing

different arguments. (Zucconi, 2015)

Shaders allow customization on a large variety of qualities, including but not limited in: the
color, saturation, brightness, contrast, hue, texture, and the interaction of the 3D model with
light, creating blurring effect, bokeh, refraction and distortion, etc. Shaders are even capable of
rendering animation. By imposing a shifting range of value in the script, the shader can be able
to animate the 3D object with effects such as tideling water and illuminating light. The image
below demonstrates the capability of a shader in Unity. With the shader created by Loghin
(2019) applied, a 3D mesh is rendered with the texture of water. The “water surface” reflects the
features above including the sky. The texture of foam could be added and customized. The
underwater features are rendered through the transparency of the water with diffusion and
refraction of light. And in gameplay, there are moving waves with customizable intensity and

steepness.

Figure 16 Demonstrating the Shader’s Visualization Possibility (Loghin, 2019)
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To cater to this complexity of developing a shader, Unity had created a visual shader editor in
2018 named Shader Graph. Shader Graph allows developers to use a node based shader network
to develop shaders visually. Instead of writing codes, developers can connect nodes and assign
values in a graph network. The editor visualizes the result in real-time. Shader Graph provides
an opportunity for artists or other developers with less programming skills to be able to author
shaders at ease. (Cooper, 2018) While Shader Graph is an adequate tool for authoring complex
and sophisticated shaders, the visualization style to be achieved in this project is relatively
simple. Creating a grayscale filter to visualize buildings and context in an urban environment
should be able to be achieved by coding with image processing equations. The buildings which
will remain in color should be able to achieve through programming logic. To avoid
complications and showcase the logic behind the visualization method, the shader in this project
will be created by coding with ShaderLab rather than being constructed in Shader Graph. The

shaders should remain simple and streamlined.

Theoretically, the targeted visualization can be achieved with only 2 shaders: one for creating a
grayscale filter, and one for masking the building and leaving them to be rendered in color. Each
shader will be wrapped in a material. The material with the color rendering shader will be
applied to the 3D building model or manually constructed building contour mentioned in the
previous section. The material with the grayscale filter shader will need a separately built model

that surrounds the AR camera and provides a filter for the scene all around the user.

3.7 Hardware

This project will be implemented and tested on an Android mobile device. The mobile device is
important for an AR app as the computation, tracking and visualization are going to run on it.
The specification on the device needs to support real time computation. The performance of
Android devices is improving rapidly in recent years. However, despite the increasing number,
not all Android mobile devices are supported by ARCore. The Google ARCore Developers
Team provides a list of supported devices on their website. (2020) The device that would be

used in this project for running and testing is:
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Rear RAM ROM External
CPU Camera -  Size Size Memory
Model Speed CPU Type GPU Resolution (GB) (GB) Support (01)

MicroSD
Samsung Octa-core 13 MP +8 (Up to Android 9
Galaxy A20S 1.8 GHz Cortex-A53 Adreno 506 MP + 5 MP 3 32 512GB) (Pie)

Table 2 Specs of Galaxy A20

This device has one of the lower specifications on the list of ARCore supported devices. If the
developed AR app can run smoothly on this device, most of the other devices on the list

theoretically can also support it.

3.8 Workflow

Summarizing the previous sections in this chapter, the development of the app will follow the

following workflow with the concepts discussed applied:

1. Capturing Reference Images and Building the Reference Image Library

At the first phase of the development, reference images will be captured following the steps
mentioned in section 3.4 for building the reference image library. A high quality reference
image library can guarantee a better performance for the deployed image tracking system and
improve the users’ experience in the later stage. This process could require several site visit
sessions for scouting and capturing. The reference image library can be updated according to the

later development in the next steps.

2. Implementing and Testing of the Outdoor Image Based Tracking System

With the reference image library ready, the next step is to build the tracking system and put it to
test. As discussed in section 3.3, this app will adopt the image based tracking method. The
tracking system will be built with the Augmented Image API in ARFoundation within Unity. It

has to be able to track multiple outdoor buildings and spawn different objects according to the
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detected building. The system will be tested indoor for the basic logic and later outdoor on site

to see its performance on tracking the actual buildings.

3. Gathering, Formatting and Creating Suitable Models for Visualization

The CityGML data will be extracted in FME for the 3D LOD2 building models. The building
models will then be exported as .OBIJ files as individual buildings. The models will be
orientated and tested with the tracking system to see if they are adequate for the visualization in
terms of the level of details and placement. If the quality of these models could not meet the
desired result, new models will be built manually to create the best outcome for the visualization

method.

4. Developing the mask filter visualization method

As mentioned in section 3.6, visualization styles will be achieved by authoring shaders in Unity.
2 different shaders are planned to be written. The first one is for achieving the grayscale filter
applied to the AR camera. The second one is for the mask applied to the buildings to exclude
them from the grayscale filter and let them be rendered in color. Each shader will be applied to
suitable 3D models to achieve the visualization. The style of the filter should effectively convey
the idea behind the visualization style, which is to focus on a selected building without
overwhelming the viewer with surrounding information nor cutting out all the context. Testing

will be done on site to actually see and feel the visualization in the real world.

5. Improve the user experience of the application

The users know how to use the app based on information within it. The app should provide
information for the users on the location of the buildings and their viewing point in order to let
the system track them and visualize them. The user interface should be clean and minimalistic to
keep the visualization the main focus. Other functions can be added to the app to improve the

usability of urban planners.

6. Evaluation

Evaluation is important for the improvement of an app and can provide insights for future
development. The evaluation will be done for this app in terms of its development method and

the final product. The criteria of evaluation will be discussed in the next section.
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3.9 Evaluation Criteria

The evaluation of the app is going to be divided into three general categories:

)

2)

3)

Selection and performance of the SDK

The ARFoundation SDK and the ARCore extension are selected from a wide range of
available AR development toolkits. The evaluation section will review their
performance in the app development process, pointing out the bugs and glitches found
during the process, discuss the limitations of the documentation and help provided, and

discuss the pros and cons of selecting the SDK for a mobile AR app development.

Selection and performance of the selected tracking method

The multi-image based tracking method is chosen for this outdoor mobile AR app.
Although the method is chosen due to its lightweightness and robustness, image
tracking is not optimized for tracking bit outdoor 3D features such as buildings. The
evaluation will review the challenge and limitations faced in the development process

when the tracking system is implemented.

Comparison of the two building model types

As mentioned in section 3.5, two different approaches will be done for gathering and
creating the suitable building models for the visualization. The evaluation will compare
the two approaches in terms of time-cost effectiveness, preciseness, and visualization

effectiveness.

The time of implementation of each model type will be recorded and compared.
Calculation will be done to analyze how many pixels lay inside and outside the building
as decided, as an account for the preciseness of using each type of the building model.
Comments will be made for the visualization effectiveness based on the AR experience

they can provide to the users.
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4 Implementation

4.1 Implementing the Image Tracking System

With the concepts and guidelines explained in chapter 3, this section will focus on the
implementation of the image based tracking system for tracking multiple buildings outdoors in

the area of Stuttgart Nordbahnhof. The implementation is broken down into 3 phases:

1) Building the reference image library

2) Modifying the “Augmented Image” API in ARFoundation to track multiple targeted
buildings

3) Testing and modification

4.1.1 Reference Image Library

The capture of the reference image and construction of the reference image library will follow
the steps listed in section 3.4 above. The steps optimize the database for effective outdoor

tracking and also provide a better users” AR experience when navigating with the app.

1. Set up a route for the users
The route selected for this AR app starts from Lowentorbriicke and ends at Presselstrasse. The
route started on a lifted footbridge and slowly declined to ground level. It passes through a

series of office high rise buildings in the block with a clear view. The route then turns to a street

where some residential buildings can be found.
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Figure 17 Map for the Selected Route for the AR app starting at Lowentorbriicke and

ending at Presselstrasse

The route is picked for the following reasons:

It provides clear views of a series of buildings on a pedestrian level. This is the most

crucial criterion. Clear views of buildings allow the system to properly detect and track

them from the users’ point of view.
The selection of buildings has varieties. It contains high rise office buildings with

unique forms and also more standardized residential buildings. This provides the

opportunity to test out the capacity of the tracking system.
It lies on a relatively quiet walk path. The route that sets on a less busy street can

increase the level of safety for the users, while they are partially focused on the mobile

device for the AR experience.
It mainly consists of a “pedestrian only” path. The absence of cars and other moving

objects can reduce the disturbance and increase the accuracy of the tracking.
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2. Select the observation points

Defined in section 3.4 the observation points should contain a clear view of a building through
the camera of a smartphone. The point should not be too hard to reach to ensure the safety of the
users. The viewing angle should not be too tilted. For example, it should not require the users to
look with their heads up. Otherwise, the overly tilted angle will obscure the detection from the

tracking system.

Figure 18 Map showing the selected observation points, view direction, and designated

buildings.

The red circles in the image above show the selected observation points. The pink arrowhead
represents the direction for viewing. The purple buildings in the maps show the targeted
buildings that are going to be traced and visualized in this AR app. There are some buildings in

the area that will not be included in the app. The reasons include:

- Too much obstruction such as plants or other buildings is sitting in front of the building.
- Some buildings are too tall to be seen whole without tilting the camera too much.
- The Locations of the buildings are too close to the route. Only part of the facade can be

seen.

In total, 12 observation points are selected, meaning that there will be 12 designated buildings in

the app that can be visualized with the grayscale masking filter.
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3. Capture the images in the daytime with neutral weather and lighting

Once the observation points and designated buildings are selected, the next step will be to
actually capture the images for the reference image library. Following the rules stated in section
3.4, the images need to be taken in a daytime with neutral weather and adequate lighting.

Images are taken and selected at the 12 observation points.

Figure 19 Captured reference images for the reference image library
The images are taken on a cloudy afternoon. A cloudless sky could have been a better

alternative, but it is rare in the winter of Stuttgart. In this case, the sky is covered by a layer of

stratus cloud. The homogeneity of the cloud cover provides an acceptable result for the images.
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No precipitation was recorded on the day of capturing the images. Each image is 3499 x 1968

in resolution with the 16:9 proportion.

Moving objects such as other pedestrians and vehicles are avoided when capturing the images.
However, features such as tree branches and road signs are difficult to avoid. But since these
features are mostly going to stay there when the users are using the app, they should not pose

any serious problem to the tracking system.

4. Import the images and estimate the dimensions

If the ARFoundation SDK is properly installed and set up in the Unity project following the
steps in section 3.1, a Reference Image Library prefab can be added in the project. The
Reference Image Library prefab can store up to 1000 images and track up to 20 images at one
time. After importing the captured images to Unity as assets, they can be added to the Reference
Image Library prefab by holding and dragging. For each image, a custom dimension can be
specified. Specifying the size of the images according to their size in the real world can help the

tracking system to more easily recognize and register the object.

The size of the images in the real world was roughly estimated by the height of the buildings.
The height of the buildings is referenced to the CityGML data. After knowing the height of the
building, the length of the space outside the building is estimated and added to the total height
of the entire image. The system will automatically calculate the width of the images after the

height is input in meters.

4.1.2 Tracking multiple images

The ARFoundation SDK provides the “Augmented Images” API for image based tracking in
Unity. It can be added as a default component called “AR Tracked Image Manager” under the
ARSessionOrigin as a child. The API supports a Reference Image Library as an input that can
contain up to 1000 images and can track up to 20 moving images at one time as mentioned in
the previous subsection. The number of tracked images at one time is customizable by the
developer for optimizing hardware performance. There is also a field to set the “Tracked Image
Prefab”, that will instantiate when each of the images is being tracked. However, the API only

allows 1 prefab to be spawned even when different images are being tracked.
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This app requires a different model to be instantiated when a different building is being
detected. Each designated building requires its own model to be masked. To achieve that, a C#
script is written to provide extra commands to the Augmented Image API. The script will allow
the API to spawn different prefabs when a different image is being tracked according to the file

names of the prefabs and the images.

To start with, the script needs to import some namespaces that are required to access and use the
classes related to AR tracking. Importing these namespaces allows the use of functions such as

ARTrackedIlmageManager in the script.

using UnityEngine. XR;
using UnityEngine.XR.ARFoundation;
using UnityEngine. XR.ARSubsystems;

After importing the needed namespaces, a few variables are declared. A serialized field that is
an array of game objects is declared as placeablePrefabs. This will later allow the prefabs that
will spawn with the tracked buildings to be added to the list. A private dictionary is declared as
spawnedPrefabs to contain the name of the prefabs in the list. A Private

ARTrackedlmageManager is also declared.

[SerializeField]
private GameObject[] placeablePrefabs;

private Dictionary<string, GameObject> spawnedPrefabs = new Dictionary<string,
GameObject>();

private ARTrackedlmageManager trackedlmageManager;

To popularize the dictionary declared above, a for each loop is used to go through all and each
of the placeable prefabs in the serialized list as the script instance. The loop prespawns the

prefabs, gets the names of them, and adds the game objects and the names into the dictionary.

— 46 —



Hochschule fur Technik Stuttgart
University of Applied Sciences Master Thesis 2021
M.Sc. Photogrammetry and Geomnformatics Justin Jing Hui

private void Awake()

{
trackedlmageManager = FindObjectOfType<ARTrackedImageManager>();

foreach(GameObject prefab in placeablePrefabs)
{
GameObject newPrefab = Instantiate(prefab, Vector3.zero,
Quaternion.identity);
newPrefab.name = prefab.name;
spawnedPrefabs. Add(prefab.name, newPrefab);

The next part of the script is to set a function to get the status of the tracked image and change
the behaviour of the program when the status is changed. The status of the tracked images is
obtained from the class ARTrackedlmagesChangedEventArgs. It tells if the status of the image
is added, updated or removed. This function gives a command that if a new image is detected or
moved during the tracking in the app, the image will be updated to the script for the next
function. If the tacked image is removed from the camera, the spawned prefab will be set

inactive and removed from the scene.

private void ImageChnaged(ARTrackedIlmagesChangedEventArgs eventArgs)
{
foreach(ARTrackedImage trackedIlmage in eventArgs.added)
{
Updatelmage(trackedImage);
foreach(ARTrackedImage trackedlmage in eventArgs.updated)
{
if (trackedImage.trackingState == TrackingState.Tracking)
{
Updatelmage(trackedImage);
H
else
{
Destroy(spawnedPrefabs[trackedlmage.name));
spawnedPrefabs|trackedImage.name].SetActive(false);
b
}
foreach(ARTrackedImage trackedIlmage in eventArgs.removed)
{
spawnedPrefabs|trackedImage.name].SetActive(false);
H
h
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The last function of the script is to get the name of the tracked image that is inside the reference
image library. If the name of the image matches the name of the prefab in the placeable prefabs
list, the prefab will spawn according to the position and the rotation of the tracked image. The

spawned prefabs will move and rotate when the camera or the tracked image moves. If a prefab
has a name that does not match any of the tracked images, it will be set as inactive and will not

be rendered in the scene.

private void UpdateImage(ARTrackedlmage trackedlmage)
{

string name = trackedImage.referencelmage.name;
Vector3 position = trackedImage.transform.position;
Quaternion rotation = trackedImage.transform.rotation;

GameObject prefab = spawnedPrefabs[name];
prefab.transform.position = position;
prefab.transform.rotation = rotation;
prefab.SetActive(true);

foreach(GameObject go in spawnedPrefabs.Values)

{

if(go.name != name)

{
}

go.SetActive(false);

The finished script is added as a new component to the ARSessionOrigin. The declared
serialized field of placeable prefabs now allows the number of placeable prefabs to be set and

added to the array on Unity’s user interface. Once the placeable prefabs are added to the list, the

script can now be tested with a built app running on the device.

4.1.3 Testing and Modification

The multi-images tracking system is implemented and tested indoors with smaller objects. Two
different cuboids in different sizes are built in Unity to spawn when a paper box and a mint
candy box are being tracked. The test result shows that the system is able to track the two boxes
and spawn their corresponding object successfully. The following figure shows the reference

object and the test result on the device.
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Figure 20 Testing result of the multi-image tracking implementation

However, a problem is shown during the test. Although being included in the function in the
previous script, the system sometimes fails to deactivate the spawned object even if the tracked
image is removed from the scene. The spawned prefab will stay and hover at the edge of the AR
scene. The problem is likely a glitch in the ARFoundation SDK. To tackle the problem, an extra
button and C# script are added to the app. By pushing the button, the app will terminate the
current scene and ARSession and restart them. By resetting the ARSession, all tracking progress
will be reset, the origin points of the AR device will be recalculated, and all spawned objects

will be destroyed. The system will start tracking from the ground up again.

using System.Collections;

using System.Collections.Generic;
using UnityEngine;

using UnityEngine.XR.ARFoundation;
using UnityEngine.SceneManagement;

public class resets : MonoBehaviour {
public ARSession session;
public void resetsession()

{

SceneManager.LoadScene("ImageTracking");
session.Reset();

The script simply used the LoadScene class in the SceneManagement namespace and the Reset
class for ARSession to restart the whole session. The public ARSession variable is defined in
the Unity interface as the current using ARSession. The public void variable is linked to a

button to activate on click.
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4.2 Gathering and creating suitable models for visualization

As discussed in section 3.1, a collection of high quality and suitable models will benefit the
visualization as they provide the foundation and geometry for the rendering. In this case, a
suitable building model can help to outline the designated building and provide a more precise
masking for the masked grayscale visualization. In this project, 2 different types of models will
be tested. The first type is the 3D LOD?2 building models from a readily available set of
CityGML data. The second type will be a set of manually created building models if the level of
detail in the CityGML data is not sufficient.

4.2.1 Using the CityGML L.OD2 Building Model
Data Extraction and Conversion

A set of CityGML data is available for the Stuttgart Nordbahnhof. To utilize the data in this app,
the building models in the CityGML dataset need to be extracted and converted into individual
building models as .OBJ files, which is a file format supported by Unity. To start with, an FME
workbench is set up to extract the building models from the dataset. The results from the FME

workbench are a 3D city model that only contains the buildings.

Figure